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Guaranteeing 99.99999% Reliability

If you're a gambler,
play the lottery, but if
you want to take the
gamble out of project
design, then listen to
what George has to
say. Performance

guarantees are an
important factor in
avoiding costly retro-
fits or redesigns after
you've already built
the prototype.
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ne of the chal-
lenges you face
when designing an
electric airplane or, for
that matter, any other process control
or robotic system, is the performance
guarantee. This is something you
must face early in the design process.
Discovering that the system doesn’t
meet the performance guarantee after
you built a prototype may not be too
late to save the project, but will cost a
lot of money in rework and late deliv-
ery. Investing a little time up front
with paper and pencil will pay hand-
some dividends later. In this article, I
will show you how to use reliability
tools to your advantage during the
concept stage of a new design.

RELIABILITY DATA

Reliability prediction, fault tree

ponent manufacturer’s records. Any
QA (quality assurance) department
worth its salt must have a database of
product failures during manufactur-
ing, testing, and in the field continu-
ously updated. Often though, compo-
nent manufacturers do not publish
data for competitive reasons and your
own records may be insufficient.

“Reliability Prediction of Electronic
Equipment” (MIL-HDBK-217) is a
military handbook that’s a rich source
of information. [1] You can download
it free from www.dsp.dla.mil. The
most recent revision is F, and you also
should download Notices 1 and 2.

MIL-HDBK-217’s attempts to math-
ematically model devices by their
types. This is a mammoth task, given
the variety of uses, environments, and
manufacturing processes. It worked
well during from the ’60s to ’‘80s, but
with the explosion of microelectron-
ics in the last decade and the unprece-
dented strides in their manufacturing
process control, the MIL-HDBK-217
could not be updated fast enough.
Nevertheless, when used judiciously,
it remains an excellent tool.

Another useful and accessible tool
is the Reliability Analysis Center
(RAC) of the Department of Defense.
The center has a web site that
includes data books and other infor-
mation. Unlike the MIL-HDBK-217,
the information isn’t based on mathe-
matical modeling, but rather on field
data obtained from manufacturers and
users. You find the component you
are interested in and receive a wealth
of information not only about its fail-
ure rate, but also the types and distri-
bution of failures, origin of the
reports, and so on. This is the data-
base your QA manager dreams of
developing, if he only had access to
all government suppliers’ field data.
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Figure 1—A brushless motor drives a screw jack, which moves a
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Unfortunately, this tool is not free. It
costs several hundred dollars, but is a
bargain for the data it provides.

There is also commercial software
available for people who cannot afford
not to spend the high asking price for
the tool of their trade. One of the bet-
ter known, widely accepted tools is
produced by Relex. You can obtain a
database of electrical and mechanical
components from the company’s web
site. And, the software will automati-
cally generate the analyses for you
and use different mathematical mod-
els, including MIL-HDBK-217.

99.99999% GUARANTEE

So, here’s the problem: It makes no
difference whether you are designing
the electric airplane or a robotic sys-

tem, your task is to design an electri-
cally actuated motion system that
moves some mechanical bits and
pieces, be it control surfaces, brakes,
or whatever. A failure of the system
to move the parts won’t be cata-
strophic, but will present enough
problems for you to want to minimize
the possibility of its occurrence. The
customer has done the system hazard
analysis and come up with the
requirement that the probability of
the failure must be less than 1077. In
other words, the system availability
must be better than 1 — 107, that’s
99.99999%. Not a laughing matter!
This is where some analysis and
simple calculations ahead of time can
save you grief later. Figure 1 is a
shows the system you are about to
design. You will use a DC

brushless motor because
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tated motors.

COMPONENT

Movement «—«+—>

Power

RELIABILITY

The first step will be to
identify the individual
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that. Unlike most elec-

Figure 4—Two motors provide a dual redundant drive by coupling
through a planetary gear adder. The gear and screw jack remain single-
point failures, so it is important that they have low failure rates.
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rates are not constant but increase
with time. Because the MIL-HDBK-
217 failure rate model is based on a
constant failure rate, you will develop
an average failure rate for the motor
operating over a time period known as
its life cycle (LC). At the end of the
life cycle, it is assumed that the
motor will be replaced or overhauled.
Thus, you can calculate the average
failure rate:

A Ay 6 _ failures
A'P=(I_\_X—(X.B+BXQW)XIO =Wh_[1]

where a, is the Weibull characteristic
life for the bearing and a, is the
Weibull characteristic life for the
windings. These parameters depend
on the operating temperature. Let’s
assume that the motor will operate in

3.33E-5

3.33E-7

Figure 3—The FTA shows you clearly that the system
does not satisfy the specification requirement and helps
you identify the cause. In this case, note that both the
ECU and inverter's failure rates are higher than the
required outcome.

a room temperature environment
from 25°C to 30°C. For this tempera-
ture, MIL-HDBK-217 states that o =
78,000 h and o, = 8.9 x 10° h.

This mathematical model purposely
does not take into account failure of
commutators (brush or electronic).
Brush commutators would have to be
inspected and serviced regularly for
this failure model to remain valid. As
already stated, because this applica-
tion requires a long life, maximum
reliability, and minimum mainte-
nance, you wouldn’t consider using a
brush commutated DC motor. But I
hasten to add that the reliability of
modern brush commutators is noth-
ing to sneer at and you shouldn’t dis-
miss this established technology.

For general application electric
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Gear adder

Figure 5—Here’s the
FTA of the two-motor
configuration shown in
Screw jack Figure 4. Notice the
importance of the low
failure rate of the gear

7.82E-9

6.6E-10

8.84E-5 8.84E-5

and screw jack.

Two motors

3.33E-7 5.48E-5 3.33E-5 3.33E-7

5.48E-5 3.33E-5

motors, MIL-HDBK-217 shows con-
stants A=19and B=1.1. 4, and 4,
are related to the life cycle (i.e., the
expected operating life of the motor).
The customer requires that the sys-
tem last three years without the need
for an overhaul. Although the entire
system operates 8 h per day, your sub-
system requiring 99.99999% availabil-
ity will not be needed more than one
third of this time. Therefore, you can
calculate the LC to be 2,920 h, which
results in A, = A, = 0.13. And then,
plugging these values into Equation 1
results in:

A 013, 013 x 10°

P 11.9x 78,000 1.1x89x 10° 2]

- niles _ g g 5 107%
10°h

It is worth noting that the bearings
have an order of magnitude greater
effect on the motor failure rate than
the windings, a fact I will revisit later.
Because the motor will be required to
operate no more than 0.33 of the sys-
tem operating time, you can apply
this duty cycle to its calculated fail-
ure rate and assume:

A -6
Ay -3*’"1_013& -333x 1077 [3]

The other electrical components of
the system comprise an inverter and
an electronic control unit (ECU). The
typical inverter is shown in Figure 2.
It uses power FETs and a Texas
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.Instruments’ integrated circuit,

TPIC43TOl1. Other power semicon-
ductors, such as bipolar or IGBT tran-
sistors, can be used in place of the
FETs. Similarly, there are numerous
control ICs on the market. Or, you
can design your own controller using
a DSP or FPGA. Based on several dif-
ferent concepts with Hall effect
diodes used for position sensing, com-
ponent level calculation per MIL-
HDBK-217 specification will yield an
estimated failure rate of 2.01 x 10~ for
the inverter. After application of the
33% duty cycle, assuming that the
power will be off when the function is
not required, the final failure rate will
be 5.48 x 10-°.

The ECU will be a microprocessor-
based embedded controller providing
system interfaces, motion control,
and most importantly, system diag-
nostics and failure detection. Similar
systems I developed exhibit an MTBF
better than 30,000 h in the harsh
aerospace environment. For this arti-
cle’s calculation, you convert the
MTBEF into failure rate by

The motor will drive a screw jack
as shown in Figure 1; if it fails, the
whole function goes down. You do
not supply this component. Make
sure the customer understands this
single-point failure and selects a com-
ponent with failure rate roughly one
order of magnitude better than the
function needs. The screw jack select-
ed has a failure rate of 1.22 x 107.
Fortunately, the duty cycle applicable
here will bring it down to the accept-
able 4.04 x 10-®.

PUTTING IT TOGETHER

It’s immediately obvious that the
function cannot achieve the required
1 x 107 failure rate when the inverter
alone is more than two orders of mag-
nitude worse than the customer
expects (see Figure 3). The system
components, which include the
motor, ECU, inverter, and mechanical
linkage (screw jack), all feed into an
OR gate, meaning that any one of
these components failing will cause
the function to fail. And the failures
are additive, making the outcome
almost three orders of magnitude
worse than required.

What'’s the solution? The word for
it is redundancy. By making the com-
ponents redundant, both would have
to fail for the function to fail. Their
individual failures now feed into an
AND gate. Mathematically this
means that the failure rates multiply.

It is interesting to note that the
three solutions proposed here provide
similar failure rates. As a result, the
best concept selection will not have
to be based on the achievable reliabili-
ty but on other design issues such as
economics and practicality.

calculating its reciprocal.
The result equals 3.33 x
10°. The ECU can’t take
advantage of the duty cycle,
because it will always be
powered together with the
rest of the system.

Figure 6—The ECU is dual redundant,
as is the inverter. As a resuft, the single
motor system (brushless) satisfies the 333E-5
specification requirement.

1.61E-8 1.34E-8

1.72E-9

4.04E-8
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in brushless motors
because the windings
are stationary. A
search through the

RAC database reveals

sl ool
L

that the experienced
failure rate of this kind
of motor’s bearings is
5.2 x 107 and the
“windings are 4.87 x
10-8. With the applica-
tion of the 33% duty
cycle, these failure
rates are reduced to
1.72 x 10 and 1.61 x
10-® respectively.
This means that the
mechanical, failure-
prone motor compo-
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Figure 7—Here you can see the business end of the inverter. Six power
FETs originally needed to drive the three windings have grown to 24. Also,

four independent driver ICs are needed.

Figure 4 is the most obvious solu-
tion, frequently used in the past with
brush commutated motors. The brush
commutator represents a single-point,
high-rate failure, which can’t be easily
fixed by redundancy. Therefore, two
identical motors are coupled through
a planetary gear assembly acting as an
adder. This is analogous to a car dif-
ferential drive with the motors
attached instead of the wheels.

The FTA of this design is shown in
Figure 5. The planetary gear coupler
can be obtained with 2 x 10~ failure
rate, which is reduced to 6.6 x 10°'° by
application of the duty cycle.
Although simple, this configuration
presents several, sometimes insur-
mountable, problems. First, it needs
two motors. Their cost notwithstand-
ing, the increase in size and weight
may be prohibitive. The other prob-
lem is that the planetary gear is an
adder. If one motor fails, the velocity
of the screw jack will be cut in half,
which may not be acceptable.

OTHER IDEAS?

The mathematical model for elec-
tric motors in MIL-HDBK-217 consid-
ers failure of the bearings and the
windings. It doesn’t take into account
the different quality of bearings and
windings you can achieve through
" process control nor does it fully
account for different stress levels seen
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nents, armature, and
bearings exhibit failure
rates much smaller
than the permitted result. Therefore,
they can be used in a single point of
failure mode. It is the electronics in
the ECU and inverter that are the
problem and need to be redundant.

The FTA in Figure 6 shows the con-
figuration that will do the job. Notice
that two independent ECUs feed
through an AND gate, thus achieving
a 1.11 x 10" failure rate. This means
that you must be able to determine
which ECU is correct if there’s a dis-
agreement. This calls for a fail opera-
tive controller. The design of such a
controller is outside the scope of this
article, but I’ll address it in the future.
Also notice that the invert-

So, while you can achieve the need-
ed failure rate of 1.34 x 1073, the price
you pay is the significantly higher
component count and a more com-
plex fault detection circuitry.
Whether or not this is a practical
approach is a matter of economics.
For high-power, IGBT (insulated gate
bipolar transistor) driven motors,
which cost hundreds of dollars, it may
be better to add a parallel set of wind-
ings to the stator (see Figure 8). The
corresponding FTA in Figure 9 shows
the result. The driver is now less
complex and the winding dual redun-
dancy helps lower the failure rate by
about 30%.

THE NUMBERS GAME

You have seen how powerful and
timesaving a simple reliability analy-
sis can be when applied early. Used
with common sense, and I must
emphasize the common sense, it can
save time, money, and frustration that
always accompany rework and fail-
ures. Do not expect precision! Too
many engineers make the mistake of
confusing reliability prediction with
accounting, not realizing that even
accountants are creative.

The predicted failure rate is a num-
ber, usually reflecting the worst-case
condition, originating from an imper-
fect mathematical model or statistical
analysis that can rarely duplicate or
account for all the working conditions
your product will encounter. The sta-

er’s failure rate decreased
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dramatically, from 5.48 x

10 (using the 33% duty
cycle) to 1.34 x 10, How is
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it possible? Consider the
simplified schematic dia-
gram in Figure 7.
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replaced with four, such

that no single failure can
prevent the inverter from
continuing to function.
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Figure 8—This configuration saves 12 power drivers and requires a
second set of stator windings.
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Motor bearing

Having identified
weak parts, proper
steps can be taken
to avoid later prob-

Screw jack
3 lems. It is equally

7.76E-9

1.72E-9

8.81E-5

8.81E-5

Two windings

3.33E-5 1.61E-8

1.61E-8 5.48E-5

5.48E-6

necessary to keep a
record of all failures,
analyze them, and
take corrective
action if necessary.
In aerospace tech-
nology, this has an
official name,
Failure Reporting
and Corrective
Action System
(FRACAS). Behind

4.04E-8

3.33E-5

Figure 9—The FTA shows the failure distribution of the two-windings configura-

tion in Figure 8.

tistical reliability prediction is an
excellent tool for identifying potential
problems and weaknesses early in the
design process and for helping to
model the system architecture to
meet the intended specification. If I
get within the same order of magni-
tude of the intended performance, I'm
happy. I've seen too many (ignorant)
customers excited about the analysis
result being off by less than 1% and
too many (equally ignorant) engineers
wasting time by tweaking the num-
bers to achieve bureaucratic victory
and “meeting the spec dead on.”

It’s a good idea to always keep the
concept of the slide rule with its two
decimal places of precision in mind.
The imperfect world of engineering
will rarely require more than that.
Remember, the mere presence of 64
decimal places on your calculator dis-
play does not mean that the calcula-
tion based on your estimate will auto-
matically acquire the same precision.
So, make sure you don'’t lose your per-
spective by getting immersed in
unimportant details.

WRAPPING IT UP

In the end, it is the performance
that counts. No statistical analysis
can change that. I have always seen
the mature product reliability exceed
the calculated value. The reason is
not merely the conservative reliabili-
ty model but the development
process, as well.
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the long name is a
common sense
activity to close the
loop between the user and designer.

With critical or large-volume prod-
ucts where the risk of field problems
is not tolerable, accelerated testing is
done as part of the reliability growth.
The system is stressed until its weak-
est link fails. It is analyzed, corrected,
and then stressed again. The purpose
is to achieve not only the desired
mature reliability quickly but also to
have the reliability spread evenly
across the product.

There is no point in having a stur-
dy, expensive design with one weak
part causing failures. In fact, if such
failures still meet the specification, it
may be wise to degrade the rest of the
components and reduce the cost.

The one thing I haven’t talked
about in this article is the power sup-
ply. Of course, if the power supply’s
reliability doesn’t support the avail-
ability requirement of the function,
there is nothing you can do about it.
So, from the beginning, assume that
the power will be available.

A rule of thumb is that, when it
comes to DC motors, voltage gives
you speed and current gives you
torque. With the increasing power
demands you put on DC motors,
there is a practical limit for the cur-
rent, beyond which it is advantageous
to increase the voltage and obtain the
torque by gearing down the motor’s
speed. Today, it is not unusual to see
DC motors running at 300 VDC and
spinning at over 20,000 rpm.

CIRCUIT CELLAR®

Although automotive systems are
moving toward 42 VDC and avionic
systems already use 28 VDC to reduce
current, this is not enough for the
high-power, 50-kW (unbelievably
small) motors you encounter in mod-
ern servo systems. In a future article,
I'll show how the power is generated
and talk about some of the peripheral
issues such as power quality. &

George Novacek has 30 years of expe-
rience in circuit design and embed-
ded controllers. He currently is the
general manager of Messier-Dowty
Electronics, a division of Messier-
Dowty International, the world’s
largest manufacturer of landing-gear
systems. You may reach him at gvo-
vacek@nexicom.net.
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Designing for Reliability,
Maintainability, and Safety

Part 2: Digging Deeper
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Having covered the
consequences of not
making your design
safe and reliable,
George is ready to

get up to his neck in
the details of the hot
tub controller applica-
tion. Relax, turn up
the jets, and get ready
to toast the success
of your next design.

Issue 126

January 2001

n Part 1 of this
series, I talked you
through designing a
simple hot tub controller.
You calculated its predicted reliability
and discovered that it satisfies the
MTRBF design criteria. Reliability was
improved by moving the controller to
where the ambient temperature excur-
sions combine with components’ heat
sinking, resulting in lower junction
temperature than originally estimated.

Now that you have a controller that
performs the desired function, it’s time
to satisfy the safety requirements. This
is not as easy as it seems. I've stated
many times that achieving the
product’s desired functionality is a
fraction of the design effort. More
effort is expended to make the design
safe. So, let’s discuss the details.

BEING PREPARED

Failure mode and effects analysis
(FMEA) is a bottom-up review of a
system. In this analysis, you examine
components for their failure modes,
notice how the failures propagate
through the system, and study their

CIRCUIT CELLAR®

effects on the system’s behavior. This
leads to design review and possibly
changes to eliminate weaknesses.

By adding the criticality column in
the FMEA work sheet, the analysis
becomes FMECA (failure modes, ef-
fects, and criticality analysis). In most
systems, it is not necessary to examine
every component. You can rearrange
the design into functional blocks and,
when needed, consider individual com-
ponent failures within functional
blocks that may be critical. Take a
look at Figure 1. This is the circuit of
Figure 3 of Part 1 broken into four
functional blocks, A, B, C, and D.

The work sheet shown in Table 1 is
a standard format that engineers often
tailor to fit their specific requirements.
This matrix is simplified, limited only
to issues you need to consider. The
first column identifies the failure. For a
more complicated system, you would
have a separate database of the failures
with reference pointers to the work
sheet. The letter identifies the func-
tional block, the number, and the indi-
vidual failure of the block.

The next three columns are self-
explanatory. The method of detection
includes built-in test capability and
status reporting. Your simple, hypo-
thetical controller has some, but as I'll
explain, every fault must be detected,
therefore the design needs to be modi-
fied accordingly.

There are only two criticality lev-
els, high and low. High criticality fail-
ure causes the heater to stay on to heat
the water above 102°F; a noncritical
failure causes loss of heating, and con-
sequently, the use of the system is lost.

The probability column will assign
a probability number to the fault taken
from the reliability prediction in Table
2. To accomplish that, simply identify
the components in the functional
block, add their respective A » and
multiply by 10°.

Observation is the only detection
method of malfunction. This isn’t
acceptable for critical failure, when the
water temperature exceeds the maxi-
mum limit and must be provided by
the built-in test (BIT) function.

What do the FMECA results show
you? They indicate that satisfying the
10-* system availability will not be a
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problem. The reliability prediction has
already shown that. But, the FMECA
brought several important facts con-
cerning the design to the surface.

One fact is that failure A2 needs to
be watched carefully (don’t change the
design until you finish full analysis).
Failure of the power supply, just a cold
joint of the grounding pin of U1, will
likely damage the controller and could
cause critical water overheating.

A3 means the power supply puts
out less VDC than expected. It could
be a half wave rectified AC. You have
no idea how the controller will react
to this. You could perform more analy-
ses, going from block to component
level, analyzing failure modes and
effects of every component, and then
try to improve the reliability of the
components potentially responsible
for critical failures. However, as the
probability number shows, you are
almost three orders of magnitude away
from satisfying the critical perfor-
mance (107 is required for water over-
heating). Therefore, a more drastic
measure, other than beefing up compo-
nents’ specs, is needed.

Bl and B2 show that there is a two
orders of magnitude deficit in satisfy-
ing the critical requirement. The
microcontroller isn’t the problem.
Software is a potential culprit. Assume
the software has been properly verified
and validated and its reliability is not
an issue. But, even 100% correct soft-
ware can go on a tangent because of
external effects. Therefore, the soft-
ware probability of failure is pegged at
<107'°, which is normal.

Defects in the temperature sensor,
block C, must be detected by the mi-

[ %
Bridge L 3,128 UAC
"gln vac

Solenoird valve

Figure 1—To perform FMECA, the diagram is divided into functional blocks. It is a bottom-up review of the
design. Consider functional failures and examine how they propagate to the system level. Generally,
functional blocks give sufficient detail, but check out individual components only if there is a critical failure.

crocontroller running a plausibility
check on the values. Two checks can
be performed here: the value must be
within a plausible range and the rate of
change must not be greater than ex-
pected from the system. Your system
will be fail passive, meaning that if the
microcontroller detects invalid data,
heating will shut down. The mechani-
cal design must make sure thermistor
R3 is exposed to the water tempera-
ture at all times.

I won’t dwell on nonelectrical is-
sues. Other than the mechanical influ-
ence, there’s no defined failure mode
where a thermistor value would re-
main electrically correct but fail to
modify its resistance according to its
temperature.

Block D is monitored for the sole-
noid valve (SV) current through R6.
This allows detection and protection
from short and open circuits. However,
Q1 is a critical component. If it fails by
shorting SV to ground, a critical fault
will result. A similar situation exists

for transzorb D5,

LFaIlure to disconnect heaterl
3.524 x 10°°

SV, and SV’s
wiring (more
about this later).
D5 is not
stressed unless
there is a tran-

23x107

6.712x 107

3.916 x 107 <1x107°
Software

sient, and there-
fore, its effect
can be adjusted
by a duty cycle.
I'll give you

2.231x10°

Driver fault
D2

Figure 2—The fault tree analysis supplements FMECA. This is a top-down view
of the system. You identify critical failures and consider which causes will contrib-

ute to them.
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one last tip. It's
advantageous to
have an indica-
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tor to announce the controller failure.
Moving on, for the last step of the
design evaluation, you’ll perform a
fault tree analysis (FTA).

FAULT TREE ANALYSIS

In many respects, the FTA and
FMECA could be used interchangeably,
because they are different representa-
tions of the same data. The difference
is that the FMECA is a bottom-up and
the FTA is a top-down graphical analy- .
sis. The FTA starts with the top event
you're interested in, then builds the
fault tree using Boolean logic and sym-
bols. By adding known failure prob-
abilities, the same used when creating
the FMECA, you arrive at the probabil-
ity of the event of interest. As with the
FMECA, the analysis can be performed
on the functional block as well as at
the component level. Using Boolean
logic, probabilities fed into an OR gate
will be mathematically added, while
the ones fed into an AND gate will be
multiplied:

Pop =P itP...x P
Pon =B 2P,.. . xP

The top event you are interested in
is the uncontrolled heating of the wa-
ter. Because there is only an OR gate in
the FTA, any one event in the circle
can cause the top event. Having calcu-
lated the failure rate for the uncon-
trolled heating as A = 3.524 x 10, you
can calculate the probability of this
failure occurring:

P, =1-e*
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System: hot tub controller Document number Revision
Function: water temperature control Environment: ground fixed Date
Operation phase: all Prepared Checked
Failure ’ : " Method of PO Probability ke
e Failure mode Possible cause Failure effects deteation Criticality - h Remal
Al Can be caused
by a failure of
. any component Loss of water ! 7
Output = 0V within functional heating RMatetnn L 7.844 x 10
block A or an
external short
A2
Potential damage to
U2, unpredictable
Output >5V Failure of T1 or U1 effects. Maybe loss Observation High 6.712x 107
of or continuous -
heating
A3 High ripple or Can be eliminated by
Output out C1,C2,C3, out-of-spec : y 5 monitoring the power 5
of tolerance C4, D1, U1 operating voltage; Chaataina High 23x10 supply health and forcing
unpredictable. reset if outside limits.
B1
Output U2, Cs, C7, C8, Loss of water ; 7
continuously 0 R2, D3, software heating Otwarvation i 3.9x10”
B2 This means the Microcontroller
Qutputl 1 gg gg C7f‘t 8, Continuous heating Observation High 3.9x 107 block is not working. Its output
continuously , D3, software could be stuck in either state.
C1 : .
. Input signal Resistor network is designed
Tempe(ature 21 .‘RS, Ra; Aoy Loss of water plausibility o 5 such that a short or open of
sensnr'lg :vut:e 2 pg? o heating check by 2.296 x 10 any device takes the signal
THEWOTES Sl microcontroller out of plausible range.
observation
c2
Temperature Thermal link
sensing not between water Continuous heating Observation High Undefined Mechanical design issue
working and R3 lost -
D1
e otaaien Microcontroller
No SV drive Q1, R5, R6 floatin monitors Low 2.304 x 06
9 Qficurrent;
observation
D1
) Microcontroller
Continuous 1 y . " Can be detected but not
. Q1,D5 Continuous heating monitors High 2.231 x 1076 7
SV drive et remedied by the system
observation

Table 1—The analysis data is organized in the FMECA work sheet, which makes it easy to review assumptions and conclusions.

For t = 10 years, that’s 87,600 hours of

operation.

F

P =] —e3524x10%x10x365x24 _ 0266

removed from the specification goal of

A = 107, It’s unrealistic to come close
to this goal by improving the compo-

nents’ reliability. But, what if you

Or, for P,= 0.5 (50% chance of un-
‘controlled heating), it takes 22 years of
operation. But that’s not good enough
for a system that can potentially cause
injury. Using the equation above, cal-
culate 4 = 1 x 10°, which is for the
specification requirement. This would
give even odds for the uncommanded
heating after 79,000 years.

WHAT’S NEXT?
_ For the uncommanded heating, you
are nearly three orders of magnitude
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could feed the top event in Figure 2
into an AND gate? ANDing it with
another signal of merely 2.8 x 10+
probability of failure would do the
trick (see Figure 3).

This is how high safety and reliabil-
ity is achieved in systems by redun-
dancy. You have to sacrifice the
overall MTBF as you add components,
but critical functions will perform
better. The simplest approach, it might
seem, would be to add a mechanical
thermostat in series with Q1 to open
the circuit at 102°F. However, every

CIRCUIT CELLAR®

fault that could cause a critical failure
must be either prevented from happen-
ing or detected. Adding a function that
may or may not be available does not
solve the problem.

The thermostat in the SV path
doesn’t solve the problem. Its failure
can’t be detected, meaning it has a
dormant failure. As long as the elec-
tronic controller works properly, the
thermostat could be defective yet you
would never know. Conversely, the
thermostat could be controlling the
hot tub while the electronic controller
is dead.

The most common solution is to
double the processing channels and
revert to a safe state, in this case the
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Tools for the Imagination

( Micro Modules )

With dozens of embedded controllers
and countless configurations, we can
turn your imagination into reality.

For a complete look at
our product line, vist
our website or call

for a free catalog at

(800)635-3355.

Component Description A/10°h MTTF

R1 Resistor 1.0794 x 102 9.2647 x 107
R2 Resistor 1.0794 x 1072 9.2647 x 107
R3 Thermistor 3.8760 x 107 2.5800 x 10°
R4 Resistor 1.0794 x 1072 9.2647 x 107
R5 Resistor 1.0794 x 1072 9.2647 x 107
R6 Resistor 6.3492 x 102 1.5750 x 107
R7 Resistor 1.0794 x 102 9.2647 x 107
R8 Resistor 1.0794 x 102 9.2647 x 107
R9 Resistor 1.0794 x 102 9.2647 x 107
R10 Resistor 1.0794 x 102 9.2647 x 107
R11 Resistor 1.0794 x 102 9.2647 x 107
R12 Resistor 1.0794 x 102 9.2647 x 107
R13 Resistor 1.0794 x 1072 9.2647 x 107
R14 Resistor 1.0794 x 102 9.2647 x 107
R15 Resistor 1.0794 x 102 9.2647 x 107
R16 Resistor 1.0794 x 102 9.2647 x 107
R17 Resistor 1.0794 x 102 9.2647 x 107
C1 Electrolytic capacitor 3.0720 x 102 3.2552 x 107
c2 Electrolytic capacitor 3.0720 x 102 3.2552 x 107
C3 Solid capacitor 1.9829 x 1072 5.0432 x 107
C4 Solid capacitor 1.9829 x 102 5.0432 x 107
C5 Solid capacitor 1.9829 x 102 5.0432 x 107
Cé6 Solid capacitor 1.9829 x 102 5.0432 x 107
Q1 MOS-FET 4.4352 x 107! 2.2547 x 107
Q2 MOS-FET 4.4352 x 107" 2.2547 x 107
U1 Regulator 1.9000 x 107! 5.2632 x 107
U2 Micro 9.4800 x 1072 1.0549 x 107
u3 Comparator 5.3200 x 1072 1.8797 x 107
U4 Reset IC 9.4000 x 10°° 1.0638 x 10°
D1 Bridge rectifier 9.2192 x 107 1.0847 x 108
D2 Signal diode 1.3001 x 1077 7.6914 x 10%
D3 Transzorb 8.2368 x 10 1.2141 x 10"
D4 Signal diode 1.3001 x 1077 7.6914 x 10%
D5 Transzorb 8.2368 x 10 1.2141 x 10"
D6 Signal diode 1.3001 x 1073 7.6914 x 10°
D7 Signal diode 1.3001 x 102 7.6914 x 10°
D8 Transzorb 8.2368 x 10° 1.2141 x 10"
T1 Transformer 2.7720 x 10! 3.6075 x 10°
X1 Crystal 1.3860 x 10! 7.2150 x 10°®
F1 Fuse 2.0000 x 102 5.0000 x 107
Controller total 1.8611 x 10° 537,320 h
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Table 2—The final failure rate calculation proves the reliability expectations will be met.

heater disconnect, if the two channels
disagree. Because you have no way of
knowing which channel is correct, you
can’t continue operating. But if a fail
operative system is needed, at least
three processing channels with a ma-
jority vote will do the job.

When designing a redundant system,
it is often advantageous (sometimes
required) to design the channels differ-
ently to avoid common mode failures
in channels. Similarly, you must avoid
having a single point of failure, for
example, feeding all channels from the
same power supply where >5-V output
could cause damage to the channels or
uncommanded heating. Figure 4 is the
simplified diagram of the hypothetical
controller, now improved so that it
meets the safety requirements.

CIRCUIT CELLAR®

Several circuit modifications were
made to satisfy the specification.
Modifications included adding
transzorb D3 (5 V) and fuse F1 to the
power supply. If the power supply
output exceeds 5 V, the transzorb will
conduct and the excessive current will
blow the fuse.

The simple RC reset network was
replaced with a Motorola MC34064
low-voltage sensor/reset IC. It will
hold the PIC controller in reset any
time the supply voltage drops below
the TTL level.

To recover one microcontroller I/O
pin, an external clock oscillator is
used. GP2 and GP4 were switched to
make the internal counter available for
the monitor. And, a second SV driver,
Q2, was added for a totem pole driver
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topology. A hardware monitor that
uses a single quad comparator, such as
LM139, was added too.

How does the circuit work? The PIC
controller reads the thermistor output
and by driving Q1, turns on and off the
SV to maintain set temperature. It also
performs a sanity check on the ther-
mistor input. A short or open fault of
any component within the thermistor
bridge would cause the output voltage
to move out of the plausible range.
Similarly, an abrupt change in tem-
perature, inconsistent with the rating
of the heater and water mass, would
indicate a fault condition.

Parallel with the microcontroller,
the sensor voltage is fed into compara-
tors A, B, and C of U3, forming the
front end of the monitor circuit. Ther-
mistor R3 with R1 and R4 represent a
single point failure. But, because that
failure is detectable by both the pro-
cessor and monitor, a single sensor will
satisfy the safety needs. Resistors R4
and R17 isolate a fault in either the
processor or monitor to stop it from

Figure 3—FTA
shows that by adding
a monitor to the
heater controller, the
top-level event now
requires two failures
to happen simulta-
neously. The probabil-
ity of such an
occurrence has
decreased signifi-

3524 x10°

cantly. 6.712x 107

Power

supply
undefined

All four comparators’ outputs are
ORed; LM139 has open collector out-
puts-and is ideal for this purpose. When
the temperature exceeds the maximum
limit of 102°F, comparator A turns off
Q2, thus removing power from the SV
in case the microcontroller fails. Simi-
larly, voltage comparators B and C
form a window for plausibility testing
of the temperature sensor. If it goes
outside the predetermined limits, Q2
will be turned off regardless of the
microcontroller action.

Now comes the difficult part. As I
said, there must be no dormant failure
in the system. All faults must be de-
tected (it assumes only one fault hap-
pens at a time and that you’re starting
with a fully functional unit).

How do you make sure the com-
parators work properly and that Q2
can disconnect the SV? While heating,
the microcontroller injects short
pulses through diode D6 into the com-
parators. The voltage levels need to be
adjusted accordingly through a resistor

propagating to the other channel.
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divider network. This injects a fault
into the monitor. At the same time,
the microcontroller looks at the SV
drive current as seen across R6. It must
drop to zero for the duration of the
test pulse. The microcontroller does
the same, driving Q1 directly to verify
it can turn off the SV. Because the
mechanical parts of solenoid valves
have 30- to 60-ms reaction time, this
test pulse has no effect on the heater. If
the microcontroller discovers the
system response is not as expected, it
will shut down the system.

Now that you know the monitor
works, how do you know the micro-
controller works, too? Comparator D
does the job for you. Through D7,
capacitor C5 is being continuously
recharged every time the fault pulse is
injected into the monitor, similar to a
watchdog timer. It discharges through
resistor R14, and if it’s not recharged
in time because of a fault in the micro-
controller circuit, the comparator
disables Q2.

But how do you prove the circuit is
working? Every few seconds during the
heating cycle, the microcontroller
allows C5 to discharge. At this point, it
must detect a drop in SV current
across R6. But, what if the
microcontroller is stuck high, keeping

C5 charged? Then the test pulse into
devices A, B, and C will stay high and
Q2 will be off.

Close examination of the circuit
shows that there still are several po-
tential dormant failures. For example,
transzorb D3 protecting the voltage
regulator and D5 across the SV driver.
To monitor D3, you may include a
power-up diagnostic procedure to
inject fault into the system. Careful
circuit analysis may reveal that the
transzorb is insufficient for the over-
voltage protection and that a crowbar
circuit would be more appropriate.
Either way, you may consider detect-
ing the power supply failure by a dif-
ferent method.

Because the analog comparators can
handle 30 V., they can be designed to
detect the power supply as well as the
microcontroller failure. The fuse is a
different story—there is no nonde-
structive way to test it. You’ll have to
settle for the crowbar (or a transzorb)
to handle the overcurrent indefinitely,
or to blow a PCB track, or cause some
other acceptable damage.

The potential D5 failure can be
corrected by using transzorbs D5 and
D8, as shown in Figure 5. A short cir-
cuit failure of either one will have the
same effect as Q1 or Q2 failure and
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" Figure 4—A fail-safe water heater controller requires additional monitoring of circuits. This is my first

attempt. It still does not satisfy the requirements.
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System: hot tub controller Document number Revision
Function: water temperature control Environment: ground fixed Date
Operation phase: al Prepared Checked
Failure ; - : Method of s Probability
ey Failure mode Possible cause Failure effects Silsclian Criticality Vh Remarks
Al Can be caused
by a failure of
5 any component Loss of water . =
o <N within functional heating Obegeviian b 4.26517 x 10
block Aoran
external short
A2
Potential damage to The failure is detected by
é U2, unpredictable ; the monitor and the heater
Output>5V Fa:;ug;of e effects. Maybe loss Ot;sr%rvsalyron High |2.9621 x 107 |disconnected. A double failure
o of or continuous is needed for this condition,
heating but dormancy exists.
A3 High ripple or
; z The power supply health
Oupou | C1.C2Ga | oubolspec  |Omereton | Low  |assszx 10 [ismoniore. Reset s ot
= P ng e if the voltage is outside limits.
unpredictable.
- Output U2, U4, X1 Loss of water
, U4, X1, i -7
continuously 0|  software heating Do Low  12.3340 x 10
B2 The microcontroller lock is
Output U2, U4, X1, . ; Observation : _, |monitored by hardware and its
continuously 1 software Gontinous heating and BIT High  12.4280 x 10 erratic operation results in
heater disconnect.
s P :;\}i?j 'OR:;‘ ':?y Input signal Resistor network is monitored
se‘:s'n o circuit she)rt Loss of water plausibility High _, | by BIT. Mechanical disconnect
'ng : heating control | check by 9 6.6879 x 107" | of the thermistor is prevented
not WOI'kIng mechanical microcontroller b 5
. . y design.
disconnect N/A observation
D1
2 Loss of water Observation
-7
No SV drive Q1,R5 heating BIT Low 45431 x 10
D2
sv Q1 or both
. transzorbs D5 : : Observation . Failure of either transzorb
-7
conttr:)t:]ously and D8 failed Continuous heating BIT High 14.5431 x 10 detected by BIT
short
E
Continuous |U3, Q2, R6, R7, Continuous heating BIT
SV drive R9-R17, C5, D8, or loss of water b i High  |6.9058 x 10~7 |Monitored by microcontroller.
or no drive |D7 heating e

Table 3—The final FMECA work sheet shows the design is safe. Faults are detected and the system shuts down.

will be detected as such. An open cir-
cuit failure remains inconsequential
until the corresponding MOSFET is
damaged by a transient, at which time
the condition will be detected. There
also could be a far-fetched failure of
the microcontroller whereby it is
stuck in a loop driving the SV continu-
ously while periodically recharging C5.
As you see, even a simple design can
quickly snowball into a major project
when safety becomes an issue. In this
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case, you may be able to show that a
microcontroller failure with these
symptoms is highly improbable, or you
can take steps to detect such a condi-
tion. A timing window comparator is
one way and a voltage comparator to
track the two gate drive signals is an-
other way of detection.

Although there is always room for
safety improvement, you confront the
law of diminishing returns quickly.
Therefore, it’s necessary to exercise

CIRCUIT CELLAR®

good judgment and make sure you
don’t go overboard, increasing not only
the product cost, but also complexity
and occurrence of nuisance alarms. In
more complex systems, you need to
use tools such as testability analysis to
achieve necessary fault coverage with-
out going overboard. In simple, com-
mercial systems such as this one, a lot
can be accomplished by simply having
an audible alarm to sound when sys-
tem control is lost.
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Figure 5—This is the final design and it satisfies the specification. Failure monitoring added significant

complexity to the original design.

It’s time for a word about watchdog
timers, often touted as the guarantor of
microcontrollers’ faultless perfor-
mance. They are useful, but have limi-
tations and by themselves do not
guarantee product safety. The watch-
dogs integral within the microcontrol-
ler are no more reliable than the micro.
Although they may be useful to restart
the program if it skips the rail because
of a software bug or external transient,
if there is a bona fide fault on the sub-
strate, watchdogs are most likely toast.

External watchdog timers such as
Maxim’s are not affected by the
microcontroller’s failure. But, in order
to rely on them alone for safety, you
would have to prove that the software
is structured in such a way that every
conceivable fault of the microcontrol-
ler as well as any software bug will
prevent the watchdog from being
toggled and, consequently, will lead to
reset. This is next to impossible.

As you now understand, perfor-
mance monitoring can add complexity
to an otherwise simple design. Usually,
designing a functional product repre-
sents no more than 30% of the engi-
neering effort. Making sure it fails (it
always fails) in a safe, predictable man-
ner takes the rest of the effort. Ensur-
ing that BIT covers all faults of com-
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plicated systems requires a testability
analysis, which is outside the scope of
this article. BIT coverage in devices
such as this one can be analyzed as a
part of the FMECA by careful review.

WHAT ABOUT SOFTWARE?

The circuit would have been easier
to implement and with deeper test
coverage by using two microcontrol-
lers, each checking the other. The
problem is software. Years ago, soft-
ware was viewed as the proverbial pot
of gold that would cut the cost of hard-
ware to next to nothing. This expecta-
tion has not materialized, partly
because of the lack of discipline and
corner cutting prevalent among com-
mercial software developers.

Recently, I watched some unfortu-
nate person being psychoanalyzed on a
TV show. The psychiatrist would say a
word and the guy stretched on a couch
replied the first thing that came to his
mind. This made me realize that every
time [ hear “software,” the word
“paranoia” pops into my head. Today,
developing software and certifying it
for a safety-critical application is ex-
pensive. The current software standard
DO-178B separates code development

" into five categories, A, B, C, D, and E,

category A being the most demanding.
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Systems in which software func-
tions can be checked by hardware
supervisors often can be certified to
levels D, C, or B. Even sloppy, buggy
software may satisfy safety require-
ments if monitored by hardware, albeit
at a loss of versatility, which is the
selling point for software usage (see
Figure 3). Where there is a critical
application performed and also moni-
tored exclusively by software, level A
is the only acceptable alternative.

To write, document, and certify to
level A, the code for this hypothetical
controller would require several thou-
sand engineering hours. A simple,
single line of code mod is not unusual
to take several months to document
and recertify. In addition, level A re-
quires separation between design and
test, that is, testing must not be per-
formed by the people who designed the
software. For more information, read
“Joys of Writing Software” series (Cir-
cuit Cellar 120-123).

There are several alternatives when
designing a 100% software-driven,
redundant, safety-critical system. The
simplest would be a like processor, like
software design. Identical hardware.
channels running identical software are
used, comparing each other. This is not
a preferred method because you must
show that no common mode failure is
possible; there is no condition, be it
wrong data, external interference, or
fault, that can bring both channels
down simultaneously. You would
waste more time trying to prove this
than if you pursued an alternative.

A more common method is a like
processor, different software design.
There are two similar hardware plat-
forms, but the software for each is
designed by a different engineer. Some-
times there are additional differences,
such as the control channel performing
calculations in 16 bits, and the moni-
tor does it in 8 bits and uses the free
time for communications. Often, to
satisfy level A separation require-
ments, team A writes the controller
and tests the monitor software and
team B writes the monitor and tests
the controller.

For the most critical applications
where paranoia is the rule of the day,
the different hardware, different soft-
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ware approach is taken. It is put voltage to exceed 5
assumed that a fault may il K - e 1 Fressure 2 Pressure 3 V and cause continuous
exist in the microcode, and | 5 i 1 0 0 heater operation, mul-
therefore, different proces- on off 1 1 0 tiple faults would be
sors are used. This may on on 1 1 1 required. Normally,
FMECA and FTA are

sound drastic, but when
faced with a multimillion-
dollar satellite’s computer
hanging up during the first
orbit, going through the extra develop-
ment effort is justified. .
For triple and more redundant sys-
tems, these approaches are equally
applicable. The advantage of triple and
higher redundancy is that devices can
keep operating under failure condi-
tions, as long as two out of three agree.

THE RESULTS

Now that you have modified the
design after considering the reliability,
FMECA, and FTA findings, let’s look at
the results. Let’s discuss the functional
block FMECA (see Figure 5). The first
step is to look at the effect of the addi-
tional components on reliability pre-
diction. Table 2 shows the updated
design and includes improvements

such as decrease of the junction tem-
perature and application of duty cycle.

With the failure rate values calcu-
lated, you can proceed to perform
FMECA (see Table 3).

The important result is that all high
criticality failures are monitored (see
Figure 6). Again, the fault probability
numbers for nodes are calculated by
adding A, from the reliability predic-
tion for every component within the
functional block that could cause the
given failure and multiplying it by 10
to obtain failure probability per 1 h.
Where two failures are needed for the
top event, the inputs are logicially
ANDed (multiplied).

I should mention power supply
failure mode A2, as well. For the out-

Table 4—The solenoid valve isn’t considered part of your design responsibility. It is
usually sufficiently reliable for shutting off the fuel supply. If you need to include it in the
system, you may have to use two and perform diagnostics as shown in this table.

prepared on the basis of
single faults. Logic AND
gates exist for fault
propagation, and the probability of
multiple failures would be in the order
of 10'2. Because the power supply .
block can contain several dormant
failures (i.e., the fuse and transzorb/
crowbar circuit), you must treat the
probabilities as logic OR. Fortunately,
the monitor outside the power supply
block will detect the excessive 5-V rail
and switch off the SV via Q2.

A quick look at the FTA in Figure 6
shows that you exceeded the safety
requirement by three orders of magni-
tude. But, there remains one other
potential problem, the external valve.
Its connection to the driver can short
to the ground and cause continued
energization of the valve. Or, the valve
can be stuck in the open position.
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ADA485 (requires 9VDC) $79.00
ADA485-1 for 110VAC  89.00
ADA485L signal powered 84.00

RS232 TO RS485

4 wire

* Converts an RS232 port for
use with RS422 or RS485
devices

* Supports up to 40 RS485 or
RS422 multidrop devices

* Adds multidrop capability
to RS232 devices

Completely

LOW COST Bus Tracer with IDE/ ISA/ LPT changes required - I:’uttom:.ticatl.ly determines
LOGIC connectors for casy debugging AD422 (Requires 9VDC) $79.00 A _S2a direction.
or reverse engineering drivers. AD422-1 for 110VAC 89.00 ADA425 (requires 9VDC)  $89.00
ANALYZER 64K 24bit $195, 512K 48bit $295 AD422L signal powered 84.00 ADA425-1 for 110VAC 99.00
Mention this ad when you order and deduct 5%
WWW.STAR.NET/PEOPLE/~MVS o —" Use Visa, Mastercard or company purchase order P
MVS Box 850 | Syr limited warranty 2 . CeBd
Merr,NH 03054 MVS B NI - Auic SURRORT PROOLCTS Connecticut microComputer, Inc.
(508) 792 9507 (= | Mon-Fri 106 EST PO BOX 186, Brookfield, CT 06804  (203)740-9890
WWW.2CMC.COM Fax:(203)775-4595
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1.060 x 107°

6.9058 x 107

showing the time
needed to iden-
tify the faulty
LRU, the time to
replace it, and
the time to re-

2.428 x 107

2.9621 x 107 6.6879 x 107°

>5VDC A2

test the system
and bring it up to
speed again. This
is called mean
time to repair
(MTTR), and

45431 x 10°°

<1x107"

Driver fault
D2

Figure 6—The final fault tree analysis, which includes the monitoring circuit,
proves that no single failure within the controller can cause a catastrophic event.

The short to the ground problem
can be addressed by careful wiring or,
in a critical application, by using a high
side driver or a dual high-low side
interface. The mechanical failure of the
solenoid valve is solved in many sys-
tems by using a high-quality valve
with a filter on the input line to pre-
vent dirt particles from entering. In
critical applications, two valves are
used. But this approach is expensive.

Both of the solenoid valves must
have a totem pole driver. To monitor
the valves’ operation, you also need
three pressure switches, one upstream
of the valves (PS1), one downstream
(PS3), and the third between them
(PS2). The power-up BIT routine (P-
BIT) energizes the valves as shown in
the truth table (see Table 4) and reads
the pressure to verify their operation.
PS1 is there only to make sure the test
routine is not performed without gas
pressure, which would result in fault.

MAINTAINABILITY

The reliability prediction indicates
that after you ship 10,000 units, you’ll
be ready to service at least two prob-
lems per day. You want to keep cus-
tomers happy with a quick repair turn
around time (TAT). You also want to
keep the cost of service calls low.

Based on the complexity and cost of
the controller, repair may be by re-
placement. The system is comprised of
three subassemblies—the controller,
temperature sensor probe, and sole-
noid valve. None of these is field re-
pairable, so they are called line
replaceable units (LRUs).
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identifies the
tools, proce-

. dures, spare parts, and so forth needed

for field repair. The analysis provides
useful information for business plan-
ners and design engineers. For example,
you may discover that a simple design
change may eliminate uncommon
tools otherwise necessary for the tech-
nician to carry. Or you may discover
that the 5 min. required to replace the
controller may have to be preceded by
a 2-h system disassembly and followed
by the same duration assembly.

Again, the most important aspect of
the design is testability. Not only is it
important in determining system
safety, an effective BITE (built-in test
equipment, the circuitry performing
BIT) identifies the faulty LRU and
displays it on the controller cabinet or
transmits the data by a communica-
tions link. This reduces the MTTR.
But, a 100% accurate BIT is nearly
impossible to achieve. Usually 95%
accuracy of fault isolation is accept-
able; mean time between unscheduled
removals (MTBUR | signifies the fault
isolation accuracy. A controller with
10,000-h MTBF and 95% isolation
accuracy will have 9,500-h MTBUR.

SUMMARY BENEFITS

In this two-part series, I approached
a simple controller design from the
perspective of reliability and safety.
You learned how useful the reliability
prediction, FMECA, and FTA become
to an electronics designer. They help
you create safe, robust designs, as well
as provide insight into products’ fu-
tures in terms of warranty, repairs,
maintenance, and cost of ownership.

CIRCUIT CELLAR®

development procedures and testabil-
ity. These subjects need separate ar-
ticles for a full discussion. For now, I
want to reiterate that formal testabil-
ity analysis is not only instrumental
for BIT activity, but should be kept in
mind while designing, even when there
is no BITE present.

This applies equally to hardware
and software. This requirement adds
complexity to a simple design, but the
alternative would be to prove the
performance by analysis. Granted,
there are functions that can’t be tested,
but the fewer the better. Proofs by
analysis can be tedious, time-consum-
ing, and quickly reach a dead end if
conflicting engineering opinions come
into play. &

George Novacek has 30 years of expe-
rience in circuit design and embedded
controllers. He currently is a general
manager of Messier-Dowty Electron-
ics, a division of Messier-Dowty Inter-
national, the world’s largest
manufacturer of landing-gear systems.
You may reach him at gnovacek
@nexicom.net.

SOFTWARE

Reliability calculations are avail-
able on the Circuit Cellar web site.
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